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You are encouraged to hand in your solutions to get feedback!

Exercise 1

In this exercise we want to recall how to approximate the sum of a monotone function by an appropriate
integral. Prove the following statements.

(a) If a ≤ b are integers and f : R→ R+
0 is monotone and integrable over [a, b], then∫ b

a

f(x) dx+ min{f(a), f(b)} ≤
b∑

k=a

f(k) ≤
∫ b

a

f(x) dx+ max{f(a), f(b)}.

(b)
∑n
k=1

1
k = lnn+O(1).

(c) n! = Θ(
√
n
(
n
e

)n
).

Exercise 2

Consider the Trophy Collector Problem (we adopt the notation from the script). Show that for a ≥ 3 the
drift of Yt is at least 0.5.

Exercise 3

Prove the following statement from the proof of the Multiplicative Drift Theorem (again, we adopt the
notation from the script):

E[Xτ ] ≤ (1− δ)τs0.

Exercise 4

Let (Xt)t≥0 be a time-homogeneous Markov chain with state space 0 ∈ S ⊆ R+
0 and let T be the random

variable that denotes the earliest point in time t ≥ 0 such that Xt = 0. Assume that for each x ∈ S, the
expectation Y (x) = E[T | X0 = x] is finite. Show that the transformed random variables Yt := Y (Xt)
have drift exactly 1.
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